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Cloud-based XAI Services for Assessing Open Repository 
AI Models Under Adversarial Attacks

• RQ1: Are the explanation deviation generated by XAI methods variable across models with 
different structures?

• RQ2: What is the relationship  between computational cost and explanation deviation in model-
XAI combinations?

• RQ3: Considering the known impacts of adversarial perturbations on model performance metrics, 
how do these perturbations influence the explanation deviation?

Figure 7. Assessment Pipelines for Open-source AI Model Quality Attributes.

Figure 1. Saliency Map Visual Explanations for Vision 
Transformer Model with Image Example.

Services Architecture for the Pipeline

Adversarial Attacks: The techniques by which an attacker creates inputs to a machine learning model 
that cause the model to make mistakes. These inputs are specially crafted by making small, often 
imperceptible, changes to the data that force the model to misclassify, mispredict, or otherwise fail to 
perform as intended.

Assessment Scenarios

Components of the Architecture:
• Coordination Center: Manages operations, communication, and records data for transparency.
• Data Processing: Formats data and applies adversarial attack conditions.
• Model Microservice: Deploys pre-trained AI models, including community contributions.
• XAI Method Microservice: Provides explainable AI tools and algorithms for generating explanations.
• Evaluation Microservice: Aggregates results and evaluates quality attributes.

Figure 2. Top 10 out of 83 SHAP Feature Importance Explanations 
from FT Transformer on RT-IoT Cybersecurity Threats Dataset.

Figure 3. The Taxonomy of XAI Methods.

Figure 4. The Taxonomy of Adversarial Attack Methods.

Pipelines of XAI Centric Assessment of Open Models Quality Attributes

Explainable AI (XAI): The methods and techniques that provide insights into the decision-making 
processes of AI models, allowing users to comprehend and trust the results and actions of AI systems.

Figure 6. Comprehensive Overview of Quality Attributes 
Assessment for the Vision Models. (RQ1)

White-box attacks,the attacker 
needs certain knowledge of the 
model, such as architecture and 
parameters.

Black-box attacks, where the 
attacker has no information 
about the model's internals, the 
focus shifts to transferability 
attacks, query-based methods, 
and perturbation benchmarks.

Figure 5. Cloud-based XAI Service Architecture.

Features:
1. Adaptive Integration: The 

architecture supports 
integration and testing of 
different AI models and XAI 
methods with flexibility.

2. Comprehensive Evaluation: 
Enables investigation of the 
combaination between AI 
models, datasets, and XAI 
methods, in defined metrics.

3. Reusable Components: 
Each microservice is 
designed for reusability, 
facilitating consistent and 
efficient reuse in multiple 
scenarios.

Table I. Explanation Deviation and Energy Consumption 
of the Selected Models. (RQ2)

Table II. Explanation Deviation and Energy Consumption 
of the Selected Models. (RQ3)

Figure 8. Heatmaps Illustrating Median Prediction Change 
Percentage for Original and Adversarial Perturbed Images. 
Lower Values Indicate Better Explanation Deviation.
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