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The Need for Explainable AI (XAI) in Cloud AI Services:
• The current state of Cloud AI services is broad usage but lacks transparency and explainability.
• The Cloud AI services only provide general performance metrics but remain opaque on how the

prediction is produced.
The Challenge of XAI for Cloud AI Services:
• Need of explanation results without unfolding the network structure of the learning model.
• XAI operations should be assessable at the same stage as learning performance evaluation.
XAI-as-a-Service:
• Designed using a microservice architecture to integrate AI models and XAI methods.
• Collect provenance data from XAI operations to enable traceability.
Case Studies:
• Results demonstrate the ability to generate reliable explanations for cloud AI services.
• Evaluation comprises XAI results evaluation and system-level evaluation.
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Design Explanation Microservices and Provenance: 
A Case Study of Explaining Cloud AI Service

• RQ1: What are the key components for an XAI service capable of handling diverse AI 
tasks, data types, and models?

• RQ2: Which XAI methods can be integrated into the XAI service to ensure practical 
and comprehensive explanations across various AI models and task domains?

• RQ3: What's an efficient strategy for integrating XAI with cloud AI services, 
managing custom data, and executing diverse tasks for reliable explanations?

• RQ4: How can XAI service guarantee reproducible explanation results, boosting 
transparency and reliability in AI decision-making?

Figure 1. XAI Service API Architecture Diagram

Figure 3. Response time of XAI microservices
for varying sample sizes
The chart visualizes the relationship between the
response time of various XAI microservices and the size
of input samples. Each curve represents a distinct XAI
method, demonstrating its performance scalability with
increasing data volume.

Figure 2. The nodes and edges definition 
for XAI provenance data. 
This robust, structured provenance data 
representation enhances reproducibility, allowing 
for precise replication of settings and procedures.

Figure 5. Imagenet data samples explanations

Supported XAI Methods: 1. LIME (Local Interpretable Model-agnostic Explanations) [6], 2. SHAP (SHapley Additive
exPlanations) [7], 3. PDP (Partial Dependence Plots) [8], 4. ICE (Individual Conditional Expectation) [9], 5. ALE
(Accumulated Local Effects) [10], 6. LRP (Layer-wise Relevance Propagation) [11], 7. CAM (Class Activation Mapping)
[12], 8.Integrated Gradients [13], 9. Counterfactual Explanations [14], 10. Decision Rules [15]

Explanations

Masked images 

Image data samples

METHODOLOGY

This table illustrates prediction changes
statistics for five distinct CAM-based methods.
The smaller the prediction changes after
masking, the higher the XAI result accuracy.
Thus, this table serves as a valuable guide for
assessing each method.

CASE STUDY RESULTS

The case study utilizes the ImageNet dataset to
perform XAI methods on Cloud AI services.
Results show varying prediction changes of
different XAI methods, offering insights into the
explanation results.

XAI Service is Built on a Four-layered Microservice Architecture:
• User Interface: Allows users to view, access data, set up, and execute tasks.
• Coordination Center: Receives user requests, manages microservices, handles data representation,

prepares data provenance, and evaluates the system performance.
• Microservice Layer: Encapsulates AI models, XAI methods, data provenance, and evaluations.
• Data Persistence Layer: Manages and stores datasets, operation data, XAI results, and evaluations.
See Figure 1 for a visual representation of the XAI service API architecture.
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